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Executive Summary 

 

Tools that use artificial intelligence (AI) can offer valuable learning opportunities and 

benefits, but they can also amplify potential risks for children whose capacity to understand and 

self-regulate their interactions with AI are beyond their current level of development.1 Given the 

increasing abundance and diversity of AI tools in everyday life, parents and early childhood 

educators (ECEs) must carefully curate learning experiences that are developmentally 

appropriate and safe for young children. Building on Haidt’s principles2 of how children learn in 

the physical world, we recommend that parents and ECEs seeking to introduce AI to children 

(ages birth-8) 3 adhere to three research-based recommendations: 

1. Choose AI tools that are tangible and embodied, as young children first learn how to 

perceive and think about the world with their bodies, movement, and senses.  

2. Interact with AI tools in ways that are synchronous and adult-mediated, to help young 

children develop understanding for social cues about conversation while receiving guidance from 

adults about the limitations of AI. 

3. Situate AI in relationship-driven communities of humans, so that children gain and 

hone skills in building relationships with real people. 

Taken together, these recommendations can foster developmentally appropriate social 

interactions among children, adults, and machines, introduce children to tasks that AI tools can 

do, and mitigate the risk of unplanned, harmful interactions between AI tools and children.  

 

Introduction 

 

Oakleigh is a two-year-old visiting her cousins, who own and routinely use a smart 

speaker. Oakleigh frequently hears them ask, “Hey Google, play ‘The Wheels on the Bus,’” to 

which the speaker responds, “Sure. Playing, ‘The Wheels on the Bus.’” Occasionally, they 

repeat the song using the command, “Hey Google, play the last song.” Oakleigh observes these 

interactions with delight and interest. Before long, she has begun to mimic her cousins by 

triumphantly declaring, “Hey Google, play the last song!” She does not understand how or why 

the song is played, other than witnessing repeated instances of “play the last song” resulting in 

the smart speaker playing “The Wheels on the Bus.” A few days later, she says, “Hey Google, 

play the last song!” and her uncle’s punk-rock music from the ‘90s abruptly fills the room at full 

volume. Oakleigh bursts into tears and runs out of the room, baffled at why “The Wheels on the 

Bus” is not playing from the smart speaker. Oakleigh’s parents react with surprise and concern 

that their daughter was able to communicate with a smart speaker unsupervised. Nonetheless, 

they have an in-depth conversation during the car ride home about strategies they can use to 

facilitate and mediate their daughter’s interactions with AI, given its potential to put young 

children in confusing or even harmful situations. 

AI-powered consumer-facing devices (AI tools) are becoming increasingly commonplace 

in households across all levels of socioeconomic status.4 A vast majority of these devices were 
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not designed for children, and yet, children interact with them on a daily basis. Many of their 

interactions are benign, even educative, as AI tools can create new opportunities to acquire 

information and opportunities to learn how to interact with human-like machines.5, 6, 7 However, 

children (aged birth-8)3 cannot be expected to understand how AI tools work, nor are they fully 

able to until they reach early adolescence.8 Their brains have evolved for millennia to learn 

through play-based, tangible experiences that give them in situ practice toward being a 

contributing member in a community (of humans).2   

Our stance is that AI tools can contribute positively to young children’s learning in 

developmentally appropriate, tangible, and playful ways. However, as in the case of Oakleigh, 

we cannot leave children to navigate AI tools on their own. Parents and early childhood 

educators (ECEs), who are the most immediate adult decision makers about when, how, and how 

often children interact with AI,9 need guidance on how to help children make sense of AI tools, 

if they choose to introduce them in the first place. Parents and ECEs must also be equipped with 

knowledge, strategies, and skills for protecting young children from harmful interactions 

involving AI tools if and when they surface.  

If parents and ECEs support children in using AI tools in ways that also support a play-

based, developmentally appropriate childhood, children can thrive while using AI technologies 

that are shaping today’s world. Throughout the rest of this brief, we describe in more detail why 

children need adult guidance when they use AI tools, and why parents and ECEs need practical 

guidance to support children’s use of AI. We recommend three research-based strategies that 

parents and ECEs can apply to help children practice and eventually understand how to interact 

with AI tools safely and appropriately.  

 

An Urgent Call to Action 

 

AI development is driven in part by industrial leaders who make assumptions about 

what lay consumers will want, need, and buy. While some AI tools incorporate educators’ 

knowledge of how children learn, many do not. If left unattended, children’s use of AI tools 

can blur their perceptions of humanity and machinery, expose them to misinformation, and 

foster false ideas about how to communicate in ways that build toward healthy relationships. 

Children’s use of AI tools can harm their cognitive and social development if adult guidance 

is not present. 

It is therefore imperative that parents and ECEs become informed consumers of AI 

tools in service of young children. This implies that parents and ECEs must educate 

themselves about what AI tools can do and become critical and strategic consumers of AI. We 

acknowledge that this recommendation is challenging because of the ever-changing nature of 

AI development and the opaqueness of AI systems from a consumer’s perspective. However, 

schools, parent groups, and community organizations can assist by providing resources and 

hosting small-group discussions in non-technical language about AI tools for parents and 

ECEs. Pediatricians can provide parents with written materials during well-child visits on 

children’s AI use that align with recommendations from research on child development. Most 

importantly, parents and ECEs should not view their use of AI tools as a false choice between 

“feeding the machine” and abstaining from AI completely. Because AI can be applied across a 

broad range of consumer-based applications, parents and ECEs should model strategic AI use 

by choosing technologies that they perceive as beneficial in their own lives, cultures, and 

contexts. By doing so, they can demonstrate to children that AI, like so many other 
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technologies that have come before it, is fundamentally a set of tools with its own class of 

affordances and limitations.  

 

 

AI, Technological Change, and Child Development  

 

In early childhood, young children (aged 0-5) grow rapidly and need developmentally 

appropriate practice to build new skills.3, 10 For example, in their physical and perceptual 

development, they are walking, climbing and gripping objects in the world. They are also 

developing cognitive and social skills, such as holding a conversation and mimicking actions that 

older children take. To grow and sharpen these skills, they need unstructured play time with 

others to learn about communication patterns, risk-taking, and leadership.2, 11   

In 2024, at the time of this writing, playtime can include experimenting with AI tools. 

Young children can and do interact with AI, sometimes routinely enough to execute simple 

instructions on their own.12 Yet, few studies measure what children actually understand about AI 

tools with fidelity or rigorously assess if and how their interactions with AI tools strengthen or 

impede learning. The question of whether AI tools can be helpful for early learning seems to 

depend on several cultural and contextual factors in addition to the modality used in the design of 

the tools. For instance, tangible robots with human-like features may be understandable to young 

children.13, 14, 15 On the other hand, AI tools with screens, copious amounts of text, and/or smart 

speakers without human-like embodiment can transmit sensory cues that are beyond what young 

children can perceive.16 Findings from prior work also suggest that young children who consume 

too much information through smartphones, tablets, or computers have a stronger tendency to 

show passive behaviors and delayed learning.17 Therefore, if we expect young children to learn 

from AI tools at all, the tool’s features should align with children’s perceptual, physical, and 

social developmental trajectories. 

Older children (aged 6-8) tackle more advanced cognitive and social challenges. Their 

attention span lengthens, their short and long-term memory improves, and they become more 

adept at solving complex problems.18 They begin to express preferences to learn with and from 

their peers. For instance, they tend to notice and copy social behaviors from peers that they want 

to emulate.19 These behaviors imply that parents and ECEs need to think carefully about 

constructing social environments that are safe and appropriate for children, such as giving them 

enough time and appropriate tasks to practice learning from one another, especially in 

environments where AI tools are present.   

AI tools can amplify older children’s learning, provided that their features align with and 

promote developmentally appropriate social interactions. Research has shown that older children 

can begin to perceive AI agents as flawed and breakable, and older children can devise questions 

that test the limits of intelligent devices.20, 21 They can also begin to recognize patterns in the 

design of AI technologies, such as developing rudimentary ideas about how image classifiers 

work.22 However, older children still need help with discerning errors from AI systems,23 

because they tend to struggle with abstract concepts and scientific reasoning (e.g., “AI 

hallucinations”).24  
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What Parents and ECEs Can Do  

 

 Given that many features and modalities of AI tools do not align with the developmental 

trajectories of early childhood by default, there is some mediation work that should be done by 

parents and ECEs to support children’s explorations with AI. Building on research discussed 

earlier, we recommend three strategies that build directly upon Haidt’s research2 on smart 

technologies and child development: focus on AI tools/experiences that (1) are tangible and 

embodied, (2) provide synchronous and adult-mediated interactions, and (3) take place within 

social communities where children can practice cultivating and sustaining relationships. In 

practice, these strategies are not mutually exclusive and can complement each other. Taken 

together, they can collectively encourage parents and ECEs to act intentionally when choosing 

AI tools and orchestrating AI-based learning experiences for children. 

 

Recommendation 1: Choose AI Tools that are Tangible and Embodied 

 

Children learn through play that is tangible (driven by physical objects) and embodied 

(children use their bodies to communicate). Tangible play helps children develop their five 

senses, improve their fine motor skills, and increase their spatial awareness.3 Embodied play can 

promote children’s development of the ability to express ideas with bodily movement, including 

creativity, learning self-awareness and self-control, and refining their use of multiple senses at 

the same time.  

AI, in the form of robotic toys, may help children learn because they are tangible and 

embodied. This idea has been studied in literacy and numeracy interventions, where researchers 

have examined children’s behaviors and learning outcomes during interventions with robots. For 

instance, findings from Hsaio and colleagues25 and Kewalramani and colleagues26 showed that 

kindergarten-aged children played creatively, collaboratively, and inquisitively with robots. 

Because the activities from these studies were collaborative in nature, it is unclear what aspects 

of children’s learning can be attributed to the robotic intervention versus their interactions with 

their teacher, task, and/or one another. Yet, these studies suggest that children’s prosocial, 

tangible, robotic play did not hinder their learning. 

Studies involving young children and robots suggest that humanoids (robots designed 

with human-like physical features) are better-suited for children’s learning. Preschool teachers 

who gave feedback on “Maya,” a humanoid robot developed by Akdeniz and Özdinç,14 noticed 

that, “the toy has a head and body, but it is good for body integrity to have feet as well’’ (p. 7). 

Furthermore, findings from Chiou et al.27 suggest that children are more likely to trust AI (and 

therefore, become open to learning from it) if it contains features that children perceive to be 

human-like. This discovery makes sense, because young children’s perceptive and judgment 

capabilities are still developing. Young children may not be able to imagine Maya with legs as 

older children and adults can. Parents and teachers should therefore prioritize AI toys that 

resemble living species (robots shaped like familiar animals are good substitutes, provided that 

their embodiment is accurate).  

 

Table 1 

Choose AI Tools that are Tangible and Embodied 
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AI-curious parents should: AI-curious ECEs should: 

1. Provide children with AI-powered toys that 

are designed to resemble living species. 

Examples are the Ruko 1088 and FollowMe 

robot dog. A counterexample is the Moxie 

robot (no legs, feet, or hands).  

 

2. Encourage children to play with tangible 

robots in ways that develop their prosocial 

skills with tangible robots, such as asking 

questions, mimicking human conversations, 

and giving logical directions.  

1. Design collaborative tasks between small 

groups of children and humanoid robots that 

build communication skills. For instance, 

children can work together to create 

movement and/or dance routines for robots, 

and then enact them together. 

 

2. Invite children to brainstorm and share 

limitations of robots, calling attention to tasks 

where humans excel. A teacher may ask 

children, “What can you do better or more 

easily than your robot?” 

 

Recommendation 2: Interact with AI Tools in Ways that are Synchronous and Adult-

Mediated 

 

When children learn through traditional, physical play, they develop synchronous 

communication patterns and enhance their understanding of how language and expression are 

used in one-to-one or small-group interactions within communities.11 For instance, through 

repeated practice, children learn that humans communicate by taking turns: by waiting for the 

speaker to finish before they speak, and by focusing their attention on the speaker. They can also 

become attuned to speech cadence, tone, and expression as ways that humans can improve their 

communication.  

Very young children (aged 0-3) are unlikely to benefit from communicating with an AI 

tool because they are still developing their capacity for receptive (what is spoken to them) and 

expressive (what they can convey) language.28 Children at this age rely on adults, especially their 

primary caregivers, to slow their speech deliberately, emphasize syllables, and repeat words 

(“parentese”) as they are learning receptive and expressive language.29, 30 Very young children 

struggle to comprehend dialogue spoken between adults; for instance, conversations between 

characters on television are difficult to understand because they occur too quickly for young 

children with limited language processing abilities.31 Non-embodied, conversational AI tools are 

likely to exhibit the same speech patterns as television for very young children. Thus, we 

recommend that parents and ECEs avoid these tools for very young children. 

Many non-embodied AI tools are designed for synchronous, turn-taking conversational 

patterns. However, they do not respond as humans would when conversational norms are broken. 

For example, when a smart speaker is interrupted, its algorithm makes an inference about the 

interruption’s source through spoken cues alone, whereas a human relies on spoken and visual 

cues. For this reason, we recommend that parents and ECEs practice joint media engagement, or 

interactions with technology that are mediated by adults, when using non-embodied forms of AI 

with children.32, 33 Without adults, children’s interactions with digital media, including media 

that incorporates AI, offer limited benefits to them.34  
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Adult facilitation enables opportunities to mediate small-group interactions between 

children, themselves, and AI tools by explaining features of and output from AI tools in child-

friendly language. For instance, adults can help children understand that a conversational agent is 

a machine, as many children struggle to classify AI as living or non-living.35 They can also 

promote dialogue about AI, including correcting children’s misconceptions about the ability of 

AI tools to “think” and “reason”.20, 33 For example, if a child says, “My Google Home is 

thinking,” the parent or teacher can explain that computers do not think, but rather are 

programmed to use a set of instructions to search for an answer. Joint media engagement further 

affords adults opportunities to give children immediate feedback about their patterns of speech or 

about AI itself. For example, parents can point out conversational behaviors that are socially 

unacceptable (e.g., interrupting) that AI tools are trained to ignore.36, 37  

 

Table 2 

Interact with AI Tools in Ways that are Synchronous and Adult-Mediated 

AI-curious parents should: AI-curious ECEs should: 

1. Co-construct interactions with non-

embodied AI devices and children. 

 

2. Encourage children to follow humanistic 

social norms when conversing with AI tools, 

such as turn-taking and waiting until the 

speaker is finished.  

 

3. Scaffold and correct children’s 

misconceptions about AI (e.g., “there is not a 

person inside the smart speaker, it’s just a 

computer voice designed to sound like a 

person”).  

 

4. Avoid non-embodied AI devices for 

children under age three. 

1. Create shared opportunities for dialogue 

between the teacher, children, and AI devices 

that follow conversational norms.  

 

2. Help children construct high-level 

explanations of how AI works (e.g., “The 

computer is searching for an answer based on 

the question we just asked to it!”). 

 

3. Help children identify their misconceptions 

about AI (e.g., “What makes you say that the 

computer is thinking?” “The computer is not 

thinking, it is searching through lots of 

information for an answer”). 

 

 

 

Recommendation 3: Situate AI Tools in Relationship-Driven Communities of Humans 

As social learners, it is important for children to learn within communities. In fact, one of 

the defining characteristics of humanity is that we can learn from one another by tapping into 

knowledge stored from our ancestors, so that we do not have to build knowledge of survival 

from scratch with each forthcoming generation.2 Haidt explains that childhood is prolonged for 

humans because it gives us more time to learn through shared experiences and practice new 

skills, such as relationship-building.  
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The nature of our developmental history implies that adults should curate experiences for 

children that encourage them to interact with AI in a social manner. In the context of the home, 

parents and children can play AI-based games together and hold conversations about data-

modeling relationships.38 They can challenge their smart speaker to tasks that are atypical, such 

as asking a smart speaker to tell them a joke, 39, 40 to develop ideas about what kinds of inquiries 

will “break” AI systems. In elementary schools, teachers can create small-group activities for 

children to explore AI tools and age-appropriate curricula together.41, 42 Giving children small-

group opportunities to interact with AI can help them make sense of AI’s affordances (e.g., 

retrieving factual information) and limitations (e.g., relational storytelling).43   

One area that parents and ECEs should attend to is the rise of personalized learning with 

AI tools, or adaptive tools whose output is based on the user’s responses. Personalized learning 

tools, such as Khanmigo or Caktus.ai, have garnered attention from the media and venture 

capitalists but rarely consider young children’s needs to learn from embodied human 

interactions. If adults wish for their children to explore personalized learning tools, we 

recommend that they create small-group arrangements for children to collaborate with one 

another and treat AI as an additional resource. For example, a teacher could require that when 

children work together, they first ask questions of one another, then ask their AI tool, and finally 

ask the teacher. Practices like this can encourage children to learn to make strategic use of AI 

without over-relying on it. Furthermore, they can promote prosocial, in-person interactions that 

AI tutors cannot replicate.  

 

Table 3 

Situate AI Tools in Relationship-Driven Communities of Humans 

AI-curious parents should: AI-curious ECEs should: 

1. Encourage children to do activities that 

involve AI together, such as playing games 

against AI agents or using generative AI to 

develop and test new recipes.  

 

2. Intentionally design playful experiences 

where AI tools are likely to fail, such as 

asking, “What can I get my best friend for 

their birthday?” and brainstorm why AI tools 

are generally worse than humans at these 

tasks.  

 

3. Encourage more human interaction during 

personalized learning when possible. For 

example, parents can ask their children to 

1. Use AI curricula in small-group activities 

where children interact with agency over AI, 

such as the “Popbots42” curriculum. 

 

2. Reinforce that children’s mastery of a topic 

means that they do not rely on AI tools, but 

rather have gained the knowledge and/or 

skills themselves. 

 

3. Concerning personalized learning and 

generative AI tools in classrooms, build 

norms with children that prioritize their 

collaboration and leverage AI as a strategic 

tool. 



8 

 

“teach them” or their sibling as a way to build 

confidence and mastery. 

 

Conclusion 

 In this brief, we discussed AI tools and practices that parents and ECEs can consider to 

help children learn about AI in ways that are both evidence-based and developmentally 

appropriate. We encourage parents and ECEs to make use of AI tools and experiences that are 

tangible, embodied, synchronous, adult-mediated, and embedded within social communities. We 

caution parents and ECEs against using AI tools in ways that do not align with children’s 

perceptual, physical, and social developmental trajectories. When parents and ECEs intentionally 

select AI tools and experiences that are developmentally appropriate and prioritize children’s 

need for play, they can create opportunities to learn and safeguard children from harmful AI use.  

 Most importantly, parents and ECEs should develop strong self-awareness of their own 

AI use and its implications for what children learn. Young children rely heavily on adults for 

cues about appropriate behaviors and practices. Haidt pointed out that when parents’ uses of AI 

on smartphones increased in the early 2010s, they unknowingly modeled overuse to children, 

and in turn, decreased children’s autonomy, sense of trust, and perception of their own 

competence. It is urgent that parents and ECEs pause and consider whether this is a future they 

want to build for forthcoming generations. Indeed, both authors on this brief are parents and 

educators, and we empathize with our peers who struggle to navigate the ever-evolving world of 

AI tools. However, we believe that when adults monitor their own AI use, by exploring new 

technologies and setting reasonable boundaries, they can encourage positive, strategic uses of AI 

while centering human-to-human interactions that children, like Oakleigh and her cousins, need.  
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